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Abstract 
This paper presents a new method of lossless data compression called LZPP, being an ad-

vanced modification of the well-known algorithm LZSS [1]. It introduces improvements of the LZ 
family algorithms [2, 3], such as the use of a special coding of two and three byte matches, use of 
an auxiliary entropy coder and new criteria of symbol exclusions. Minimization of the data 
compression ratio (bpc) has been chosen as the primary goal of the proposed modifications of 
LZSS algorithm. 
 

1. Analysis of LZSS algorithm and proposed modifications 
1.1. Index coding 

The first thing which should be considered, when one wants to improve the 
quality of compression, are indexes generated by every LZ method. 

Indexes can be coded with one of the statistical adaptive compression 
methods, like the arithmetic or the Huffman coding. Confirmation of this is the 
sample probability distribution of indexes (calculated as the distance from the 
end of the window) shown in Figure 1, which LZSS method generates during 
compression of the “xplik” file (merged all files from Calgary Corpus). 

Graphs for the most of the files for which experiments were conducted had 
similar shapes. Therefore it can be assumed that generally indexes have such 
distribution. Moreover, symbols having such distribution should be compressed 
well with a statistical coder, because the entropy (see [4]) equals H(S) = 8,954 
bits in this case. This means that the maximal static entropy coding would 
reduce the number of bits necessary to store indexes even by 44%.  

Using this fact in the LZPP method, the fast variant of arithmetic coding 
(RangeCoder [5]) was applied for index coding. The range coder was 
additionally equipped with a rotating buffer, handling of the escape marker and 
the exclusions mechanism. Additionally, an independent coding of index bytes 
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was used for the index processing. This enabled the use of a very large window 
(even up to 16MB). 
 

0
0,01
0,02
0,03
0,04
0,05
0,06

0
39

68
79

36
11

90
4

15
87

2
19

84
0

23
80

8
27

77
6

31
74

4
35

71
2

39
68

0
43

64
8

47
61

6
51

58
4

55
55

2
59

52
0

63
48

8

Index

Pr
ob

ab
ili

ty

 
Fig. 1. Probability distribution of indexes generated by LZSS method during compression  

of file “xplik” 
 

1.2. Lengths of matches coding 
While looking at Figure 2 showing the numbers of the matches occurrences 

for lengths from 3 to 20 in the file “obj”, one can easily state, that it is worth to 
code lengths using an entropy coding such as the Huffman or the arithmetic 
coding. It can reduce the average number of bits necessary for storing lengths 
even by 75%. 
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Fig. 2. Distribution of lengths of matches (3-20) in file "obj1" 

 
In LZPP method, similarly to the case of indexes, RangeCoder was used to 

code lengths of matches, also with an independent coding of bytes. This allowed 
to use easily lengths up to 64KB. 
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1.3. Flag coding 
Flags used for controlling the decompression process can be also specially 

coded to remove redundancy. 
In LZSS method the flag responsible for distinguishing between coding of 

symbols (0) and substrings (1) usually has probability distribution different from 
uniform ( ( )p 0 1 2≠  and ( )p 1 1 2≠ ). An example of changes of the probability 
distribution of that flag are shown in Figure 3. 
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Fig. 3. Changes of probability distribution of symbol coding flag for file "paper1" 

 
It can be easily seen, that the amount of redundant information in this case is 

considerable. Further studies have shown that the use of RangeCoder can 
improve the compression quality by up to 2%.  

 
1.4. Non-compressed symbols 

The following possible improvement is coding (with any entropy coder) all 
the symbols, which were not compressed by LZSS and were sent to the output 
unchanged. Using the Huffman coding one can reduce, by approximately half, 
the number of bits used to store these symbols.  

In LZPP method RangeCoder was used for the compression of these symbols. 
Certainly, it has better properties than Huffman coder. 

 
1.5. Special coding of three-byte sequences 

Another redundancy present in LZSS algorithm is caused by not considering 
the frequency of occurrences of particular sequences. In other words, when in 
the last n symbols (there n is the size of the window) the string ‘abc’ was present 
5 times and the string ‘def’ only once, it is natural to expect, that in the data to 
come the string ‘abc’ will appear more frequently than ‘def’. Standard LZSS 
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does not consider these probabilities and returns only the index of a given string. 
Observe, that even if an entropy coding is used for indexes (as described in 
section 1.1), the coder does not take into account the content of a match, but 
only its index. For such a coder all occurrences of the string ‘abc’ are distinct. 
Moreover, if the string ‘def’ occurred later than the last ‘abc’, the probability of 
‘def’ is greater for such coder, because it has smaller index (see Figure 1 in 
section 1.1). 

Although the above problem concerns sequences of any length, due to the 
implementation issues and the compression speed, it is reasonable to consider it 
only for short ones. In LZPP, a special mechanism for coding three-byte 
sequences was implemented. Three bytes were selected, because such sequences 
are statistically most often found in input data.  

For this purpose, a special structure was created. It holds information about a 
fixed number of the last three-byte sequences together with the number of 
occurrences of each one. So, in the case of the three-byte sequence, LZPP 
generates a specially coded (entropy) tuple (2,index_3) in place of the usual 
triple (1,length,index). There index_3 is the index of the three-byte sequence in 
the aforementioned data structure. The occurrence counter of that sequence is 
used to code its index.  

 
1.6. Symbol exclusions based on the substring criterion 

The next step in the elimination of redundancy in LZSS is based on the 
observation, that after coding two symbols, additional information about the next 
symbol can be obtained. This symbol cannot be any of the symbols, which, with 
preceding two, would create one of the three-byte sequences. It is not necessary 
to consider sequences longer than three, because three-byte sequences are 
subsequences of the longer ones.  

The exclusions mechanism of LZPP uses this fact. 
 

1.7. Symbol exclusions based on the criterion of sequence continuity 
Another property of LZSS, which can be exploited for optimisation, is the 

fact that the symbol following the just-coded match in the window cannot appear 
as the next symbol in the incoming data. Of course, the case when the given 
match reached the maximal length is an exception from that rule. 
Example: 

The content of the window is: xxxabcdyyxxz. Let the next data be: abcdxx. Of 
course LZPP will encode the symbols abcd as a 4-element match. We know that 
next symbol certainly will not be y, because if it were y, the encoded match 
would have length 5.  

Similarly to the previously described optimisation, the exclusions mechanism 
was used.  
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1.8. Restrictions on the indexes of matches of length 4 and 5 
It appears, that when processed matches are short (4 or 5 bytes), the use of 

large indexes is inefficient. Thus in LZSS algorithm indexes of 4 byte sequences 
are restricted to 255 and 5 byte to 65535. It allowed encoding of only one least 
significant byte in the first case and two least significant bytes in the second. If 
given match does not satisfy a proper criterion (e.g. it is four byte long and has 
an index greater than 255) it is ignored by the algorithm. 

 
1.9. Contexts of order 1 

The already described operations on sequences considered only sequences 
longer than two bytes. In practice, some relations between the pairs of bytes can 
also be used for a better compression. Following that observation, a mechanism 
of contexts of order one, similar to that used in PPM [6], was implemented in 
LZPP. Also here the context of order one of given symbol (byte) means one byte 
that precedes the considered one. 

This optimisation was conducted in the following way. An array indexed by 
all contexts was created. It contains objects storing information about the 
distributions of symbols within the confines of the given context. A new value of 
flags (3) was added. It denotes encoding of an element in the context of order 
one. Encoding of one symbol used so far, when no matching substring was 
found, was preceded by verification of the possibility of encoding given symbol 
in a context of order 1. This verification is based on checking if the analysed 
symbol has a nonzero probability of appearing in that context. If it is so, flag 3 is 
sent and the current symbol is encoded using the distribution specific for the 
given context. Otherwise, LZPP encodes the current symbol in the standard way, 
sending flag 0 and the symbol itself. Finally, the probability of a given symbol in 
the current context of order 1 is updated. 
 

2. Detailed description of LZPP algorithm 
2.1. Basic notions and constants 

“Escape” flag 
A few arithmetic coders used in LZPP were enriched with the mechanism of 

the “escape” flag. The input alphabet is extended with an additional symbol 
“escape”. This symbol is used for coding symbols whose main frequency 
counters are equal to zero. Note that the value of the “escape” flag’s counter is 
always greater than zero. When processing a symbol with the frequency counter 
equal to zero, the “escape” flag is coded first. After that, the symbol itself is 
coded, also by the arithmetic coder. Before the last coding all the symbols with 
frequency counters different from zero are removed from the alphabet (the 
mechanism of exclusions). Only the symbols with main frequency counters 
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equal to zero are considered. Therefore an additional counter is held for each 
symbol. It stores the number of codings of a given symbol by the „escape” flag, 
increased by one. Only last 4096 symbols encoded by the „escape” flag are used 
to determine the value of this counter.  

 
Settings of coders responsible for coding of indexes, lengths, flags,  

symbols and three-byte sequences 
In the LZPP method, individual bytes of indexes (2 complete and 5 bits of the 

third – 21 bits altogether) are coded independently. Because of that, also the 
tables of the symbol counters for individual bytes of indexes are stored 
independently. Each of these counters is computed according to the formula 
Cb,w := 2 + Fb,w, where Fb,w is the number of occurrences of a given value w in the 
corresponding byte b of index among last 4096 indexes encoded. Escape flags 
are not used for index encoding.  

Lengths of substrings are coded as two independent bytes too. Counters for 
all values of both bytes depend only on the last 4096 lengths encoded. Each 
counter is equal to the number of the occurrences of individual value of a given 
byte. Escape flags are used for the length encoding.  

In LZPP, four different flags are used. The alphabet of the coder used for flag 
coding consists of four symbols – numbers 0, 1, 2 and 3. The value of each of 
these symbols can be expressed as Cf := 1 + Ff, where Ff is the number of the 
occurrences of a given flag f among the 256 last encoded flags. Escape flags are 
not used for the flag encoding. 

The symbol coding in a context of order 0 is implemented by the coder, 
which takes into account only the 1024 last encoded symbols in that context to 
determine values of counters. Each of the symbol frequency counters is equal to 
the number of occurrences of the adequate symbol increased by one.  

While coding symbols in a context of order 1, only the last 256 symbols 
appearing in a given context, encoded in that context or in the context of order 0, 
are taken into account. Here each frequency counter is equal to the number of 
occurrences of the adequate symbol in a given context. In both cases, escape 
flags are not used for encoding.  

In coding of three-byte sequences, the values of frequency counters of 
individual sequences, necessary for arithmetic coding, are computed from the 
last HT_LEN = 512 compressed data bytes. 

 
Buffers and hash table 

In the LZPP method, similarly to LZSS, one buffer consisting of a dictionary 
buffer and a coding buffer is used. The size of the dictionary buffer is set to 
BUFF_SIZE = 2MB, while the size of coding buffer is arbitrary, but not less 
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than 65539 bytes (that value is equal to the maximal length of a substring of 
MAX_DL = 65539 bytes). 

In the compression algorithm, for finding substrings of four ( = MIN_DL) 
and more bytes, a hash table of 65536 elements is used. This table consists of 
unsorted lists of absolute indexes of sequences. 
The function  
 fCRC32(x0,x1,x2,x3) = CRC32(x0,x1,x2,x3) mod 65536  
is used for computing the hash of a substring. Here x0, x1, x2, x3 are the first four 
bytes of a given substring. Usually, each four-byte substring from the dictionary 
buffer has its entry in the hash table. The only exception is the case when one of 
the index lists is overflowed. This happens when it already contains 
MAX_ITEMS = 2048 elements. In this case, before adding a new index to such a 
list, the oldest index is removed.  
 

2.2. Algorithm outline 
Because of the volume limitations, we present here only the compression 

algorithm of LZPP. 
 
1. Initialization: 

1.1. Setting of the main constants: MIN_DL = 4, MAX_DL = 65539, 
BUFF_SIZE = 221, MAX_ITEMS = 2048, HT_LEN = 512, 

1.2. Initialization of all necessary coders, with details presented in the previ-
ous section, 

1.3. Initialization of other necessary variables and structures, including the 
hash table and the variable w describing the position of the byte being 
compressed relative to the beginning of data, 

2. While there are bytes in the coding buffer:  
2.1. Find the longest substring having length in the range [MIN_DL; 

MAX_DL] and equal to substring at the beginning of the coding buffer – 
like in the standard LZSS. 
2.1.1. If such substring is found, denote by maxn its absolute position in 

the input data, by maxl its length, and by dn the distance from 
the beginning of the substring to the last byte in the dictionary 
buffer – it will be the value coded as the substring index. If 
(maxl = 4 and dn < 256) or (maxl = 5 and dn < 65536) or 
maxl ≥ 6, then LZPP starts to encode the substring: 
2.1.1.1. The flag 1 is coded, 
2.1.1.2. Both bytes of length of the substring decreased by 

MIN_DL, that is the number maxl–MIN_DL (which is in 
range 0-65535), are coded. The mechanism of exclusions 
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of impossible symbols is used, when there is less than 
64KB of data left, 

2.1.1.3. If (maxl ≥ 5 and w > 256), then the byte containing bits 
8-15 of dn is coded. If w < 65536 then during the process 
of encoding the impossible values are excluded (eg. when 
w = 40000, then encoded byte cannot have any of the val-
ues 157-255). 

2.1.1.4. If (maxl ≥ 6 and w > 65536), then the most significant 
byte of dn is coded. The mechanism of exclusions of im-
possible values is also used, 

2.1.1.5. Next, the least significant byte of dn is encoded. The 
mechanism of exclusions of impossible values is used. 
However, now it consists of two steps: 
(a) LZPP excludes all values, which together with the rest 

of bytes in dn would give the index of the substring 
beginning from the one of the symbols excluded in this 
moment (see criteria of symbol exclusions discussed in 
paragraphs 1.6 and 1.7), 

(b) If w < 256, then LZPP excludes additionally all the 
values from the range [w; 255], 

2.1.1.6. All necessary variables and structures are updated, includ-
ing the hash table, buffer, variable w and three-byte se-
quences coder, 

2.1.1.7. Go back to point 2. 
2.1.2. If there is no appropriate substring, it is checked if the first three 

bytes of coding buffer can be encoded as a three-byte sequence 
(that is, if the counter of that sequence is greater than zero): 
2.1.2.1. If it is so, than: 

(a) The flag 2 is encoded, 
(b) Given substring is encoded by the three-byte coder 

with exclusions of sequences beginning with one of the 
excluded at the moment symbols, 

(c) All necessary variables and structures are updated, like 
in point 2.1.1.6. 

(d) Go back to point 2. 
2.1.2.2. Else, LZPP encodes a single symbol. First, if w > 0, it is 

checked whether the given symbol has nonzero value of 
the counter in the current context of order 1: 
(a) If it is so, then: 

(i) The flag 3 is encoded, 
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(ii) After removing all currently excluded symbols 
from the alphabet, the given symbol is encoded by 
the arithmetic coder using symbol counters appro-
priate for a given context, 

(iii) All necessary variables and structures are updated, 
like in 2.1.1.6. 

(iv) Go back to point 2. 
(b) Else: 

(i) The flag 0 is encoded, 
(ii) After removing from the alphabet all currently ex-

cluded symbols and these symbols, whose counters 
are nonzero in the current context of order 1, the 
given symbol is encoded by the arithmetic coder 
using symbol counters appropriate for the context 
of order 0,  

(iii) The counter of the given symbol in the current 
context of order 1 is updated, as well as all neces-
sary variables and structures, like in 2.1.1.6. 

(iv) Go back to point 2. 
3. Algorithm LZPP finishes. 
 

3. Results and conclusions 
One can implement many other optimisations different from those described 

in this paper, but the results achieved by LZPP are quite satisfactory. 
Table 1 shows, that LZPP achieves good results on Calgary Corpus [7]. The 

compression ratio of LZPP is better by about 30% than that of LZSS and by 
about 10% than WinZip’s (and other similar, like pkzip, zlib, etc.). However, it 
is worse by about 1,5%-2% compared with the commercial WinRar. 
Unfortunately, too big amount of remaining redundancy places all LZ family 
methods far behind the algorithms based on PPMZ [8], including RK. 
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Table 1. Comparison of results achieved by LZPP algorithm with results of other algorithms 
(Calgary Corpus). 
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The tests conducted on Canterbury Corpus [9] give the results different from 
the above. They are shown in table 2. 

 
Table 2. Comparison of the results achieved by the LZPP algorithm with the results of other 

algorithms (Canterbury Corpus) 
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On Canterbury Corpus the LZPP algorithm is better by 68% than the simple 
LZSS, about 30% better than WinZip and 5% better than WinRar. Thanks to 
good compression of the file ‘kennedy.xls’ LZPP achieved the result only 
slightly worse than PPMZ2. However, due to a very clever combination of 
PPMZ and LZ the RK algorithm is practically beyond any of the remaining 
methods.  
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